Lo,

i ¥ ¥ & (Chao-Tsung Huang)

Bl F
DEE SR8 L8 EE X 3

chaotsung@ee.nthu.edu.tw

Title:
Bandwidth- and Energy-Efficient CNN Acceleration for Next-Generation Cameras and Displays

Abstract:

In the era of artificial intelligence, convolutional neural networks (CNNs) are emerging as a powerful
technique for image processing, such as denoising, super-resolution, and even style transfer. They have
shown great potential to bring next-generation cameras and displays to our daily life. However, it is difficult
for conventional CNN accelerators to generate ultra-high-resolution videos at the edge due to their
considerable DRAM bandwidth and power consumption. For example, the advanced FFDNet for denoising
could demand 131 GB/s of DRAM bandwidth and 106 TOPS of computation at 4K UHD 30fps.

In this talk, | will introduce two of our recent works on tackling the challenges of DRAM bandwidth and
power consumption. To begin with, | will talk about the possible image-pipeline revolution brought by
image processing CNNs and elaborate their design challenges; for clarity, their differences from recognition
CNNs will be highlighted. Then, | will present our first work—eCNN [MICRO’19]—which jointly optimizes
inference flow, network model, instruction set, and processor design in a holistic way. In particular, a
proposed block-based inference flow with hardware-oriented ERNet models can support FFDNet-level
denoising and SRResNet-level super-resolution at 4K UHD 30 fps using less than 2 GB/s of DRAM bandwidth.
Finally, | will introduce our second work—RingCNN [ISCA’21]—which exploits regular sparsity of ring
algebra to achieve near-maximum hardware saving and graceful quality degradation for convolution
engines. Layout results show that equivalent 41 TOPS of 8-bit computation can be delivered using 3.76 W
and 2.22 W with 40 nm technology for sparsity at 50% (no quality drop) and 75% (0.11 dB of PSNR drop)
respectively.
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